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00 O O O Dr. Edward Y. Chang was a professor at the Department of Electrical &amp;Computer Engineering,
University of California at Santa Barbara, before hejoined Google as a research director in 2006. Dr. Chang
received his M.S.degree in Computer Science and Ph.D degree in Electrical Engineering,both from Stanford
University.
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000 0O 0O O O Feature extraction is fundamental to all multimedia computing tasks. Features can be classified
into two categories, content and context. Content refers directly to raw imagery, video, and mucic data such as
pixels, motions, and tones, respectively, and their representations. Context refers to metadata collected or
associated withcontent when a piece of data is acquired or published. For instance, EXIF cameraparameters and
GPS location are contextual information that some digital camerascan collect. Other widely used contextual
information includes surrounding texts ofan image/photo on a Web page, and social interactions on a piece of
multimediadata instance. Context and content ought to be fused synergistically when analyzingmultimedia data.
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0000000000000 000: 000000000000 Foundations of Large-Scale Multimedia
Information Management andRetrieval Mathematics of Perception covers knowledge representation andsemantic
analysis of multimedia data and scalability in signal extraction,data mining, and indexing. The book is divided into
two parts: Part | -Knowledge Representation and Semantic Analysis focuses on the keycomponents of mathematics
of perception as it applies to data managementand retrieval. These include feature selection/reduction, knowledge
repre-sentation, semantic analysis, distance function formulation for measuringsimilarity, and multimodal fusion.
Part Il - Scalability Issues presentsindexing and distributed methods for scaling up these components
forhigh-dimensional data and Web-scale datasets. The book presents somereal-world applications and remarks on
future research and developmentdirections. The book is designed for researchers, graduate students, and
practitionersin the fields of Computer Vision, Machine Learning, Large-scale DataMining, Database, and
Multimedia Information Retrieval.
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